CSE 40547/60547:
Computing at the Nanoscale

Project 5:  Crossbar Architectures
Out:  3/25/09
In:  4/03/09 (via email is OK)

Question 1 (Nanowire-based Memory):

Perhaps the most straight-forward and “nearest term” application for nano-electronics is memory.  In this regard the nanowire crossbar structure may be an especially well-suited device architecture.  Given the ability to store information in a crosspoint, and the potential for nanowires with widths of just 5 nanometers, one can imagine individual bits of memory requiring no more than 25 nm2.  Of course, of fundamental importance is whether or not (at the “end of the day”) a realized system will better the current and projected state of the art in CMOS.  For example, individual cross points are sure to be more defective than a single bit of DRAM.  Similarly, the crossbar circuitry requires some fundamental support circuitry (i.e. overhead) that must be included in any comparisons to CMOS to be fair and complete.  

One potential implementation is based on the programmable arrays of Andre DeHon.  This work is discussed in the paper “Nonphotolithographic Nanoscale Memory Density Prospects” (IEEE Transactions on Nanotechnology, Vol. 4, No. 2 March 2005).  Another implementation is based on the CMOL architecture proposed by Konstantin Likharev (see “CMOL:  Devices, Circuits, and Architectures” and “Prospects for Terabit-Scale Nanoelectronic Memories”).  

Simply put, it is your job is to compare and contrast these two memory architectures to each other and to the projected state of the art in CMOS.  In the previous three homework assignments, for each question I was essentially looking for a specific answer.  This question is deliberately more open-ended as you will need to determine what constitutes a good/fair comparison.  That said, here are a few hints/suggestions on how to get started:

· To answer the question well, you’ll need to read the DeHon paper and at least one of the papers by Likharev/Strukov.   

· You can find data for the projected state of the art in CMOS from the ITRS roadmap and even in the papers that have been linked above.

· You may want to consider different nanowire geometries as well as how viable it might be to realize them.

· Another good way to compare the two different memory architectures would be to “normalize” one of the variables across comparisons (i.e. always assume a 22 nm CMOS process for example).

· You should definitely consider the circuitry required to facilitate memory operations (i.e. decoders, etc.) in addition to just the nanowire crossbars.  Expected defect rates should also be incorporated.

· The get all of the data that you need, you really shouldn’t have to look beyond the papers mentioned above or the roadmap.  However, you are certainly welcome/encouraged to look at other sources if you find another paper that you feel is worth referencing.

Finally, your answer to this question should be no longer than 2 pages – including all figures and references.  (The motivation behind this requirement is that whether or not you go on to a career in industry or academia, often you will be required to concisely summarize relatively large amounts of information in a relatively short amount of space.  This question is meant to give you some practice!)

Question 2 (CMOL):

For this question, you will need to refer to Figure 3c of  “CMOL:  Devices, Circuits, and Architectures”.  For the 7x8 crossbar array shown in this figure, how many CMOS “pins” are needed to address all of the nanowires shown?  

Also, if Fnano = 5 nm and Fcmos = 22 nm, what is the true area of this 7x8 crossbar?  Approximately how long would each vertical nanowire be?  Approximately how long would each horizontal nanowire be?

Question 3 (CMOL):

Again, referring to “CMOL:  Devices, Circuits, and Architectures”, if FCMOS = 32 nm and Fnano = 10 nm, (FCMOS/Fnano = 3.2), with what granularity (i.e. spacing) will the CMOS pins have to be fabricated if there are to be 4 nanowires between pins in a given row?  (Hint:  refer to the ITRS roadmap to determine the minimum wiring pitch for the 32 nm node and use this information to answer the question…)

Question 4 (FPNI):

While CMOL has some nice architectural properties, its tolerance to fabrication variations may be less than desirable.  To combat this problem, researchers at HP labs have proposed a variant of CMOL called FPNI (see “Nano/CMOS architectures using a field-programmable nanowire interconnect”).   Assume that FCMOS = 45 nm and that Fnano = 15 nm.  Compare and contrast the fabrication tolerances of FPNI to CMOL (if for CMOL there are 4 nanowires between pins in a given row).  Hint:  Look carefully at the paper linked in this question – you’ll find some useful data!

Question 5 (Nanowire PLAs vs. CMOL vs. FPNI):

For this question you will need to refer to the following papers:

· “Nano/CMOS architectures using a field-programmable nanowire interconnect”  (FPNI)

· “A Reconfigurable Architecture for Hybrid CMOS/Nanodevice Circuits” (CMOL)
· “Nanowire-based Programmable Architectures” (Nanowire PLAs)

Create 4 tables (each ~0.5 pages) that:

· Compare how crosspoints are addressed in CMOL, FPNI, and Nanowire PLAs

· (i.e. if we want to talk to crosspoint X instead of Y, how do we do it?)

· Compare how data is restored in CMOL, FPNI, and Nanowire PLAs

· (i.e. if a signal begins to degrade, how is it buffered in each of these architectures?)

· Compare EDP for the alu4 benchmark and the average of the Toronto 20 benchmark suite for CMOS FPGAs, CMOL, FPNI, and Nanowire PLAs.

· EDP stands for “Energy Delay Product”.  It is a measure of power x tp2 (where tp is propagation delay)

· Hint:  This data should be fairly easy to obtain for everything except the Nanowire PLAs.  For this part of the question, I would suggest that you look at the array size for the alu4 benchmark and the critical length reported in Table III of DeHon’s paper.  You can also leverage the power and delay projections in Section 12 to create an estimate for each of these benchmarks.  An estimate is all that I expect.  Also, with regard to projections for CMOL, remember that they assume a power budget of 200 W/cm2.  You should be able to estimate power given this information.  

· Compare ADP for the alu4 benchmark and the average of the Toronto 20 benchmark suite for CMOS FPGAs, CMOL, FPNI, and Nanowire PLAs.

· ADP stands for area delay product.  It’s a measure of area x tp.  Again, this information should be relatively straight-forward to compute.  You can leverage the information that you determined for the EDP calculation.

To conclude, summarize your results regarding performance in 1-2 paragraphs.  Things to think about – which technology do you think is “best”?  Is EDP or ADP a good metric to use?  Why or why not?

Question 6 (CNTs) (Bonus – will replace your lowest score):

Read “Automated Design of Misaligned-Carbon-Nanotube-Immume Circuits” & “Carbon Nanotube Transistor Circuits:  Circuit-Level Performance Benchmarking and Design Options for living with Imperfections.”  Write a 2 paragraph summary that explains the following:  (a) how FET devices can be made with imperfect nanotubes and (b) how the circuits might perform (especially in the context of EDP).



